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ABSTRACT
Safeguarding Personally Identifiable Information (PII) in an in-
creasingly interconnected world presents intimidating challenges,
particularly in low-resource languages like Luganda where com-
putational resources for Natural Language Processing (NLP) are
scarce. This research attempts to address these challenges, focusing
on PII detection in Luganda, a low-resource language spoken in
Uganda. The research leverages advanced deep learning methodolo-
gies, with attention mechanisms, to enhance PII detection efficacy
amidst data scarcity. By directing models to key linguistic features
and integrating Explainable AI (XAI) techniques, the study aims to
improve both performance and transparency. Three distinct mod-
els were implemented i.e. luganda-ner-v6, DeBERTa-v3-Base, and
afroxlmr-large-ner-masakhaner. Evaluation results demonstrate
promising precision, recall, and F1 scores, while all models perform
well, afroxlmr-large-ner- masakhaner consistently excels than the
other models on all metrics. for instance he afroxlmr-large-ner-
masakhaner model has the highest accuracy with 96.3%, followed
closely by luganda-ner-v6 at 95.1%, and deberta-v3-base at 93.9%.
The significance of this research extends beyond privacy protection,
but also lies in contributing to the broader fields of NLP and pri-
vacy technology in low resource languages. This research suggest
potential improvement areas including creating PII datasets for
multilingual model training, transfer learning, explicit implemen-
tation of attention mechanisms, and domain-specific knowledge
to advance PII detection and anonymisation in low resource lan-
guages.

CCS CONCEPTS
• Computing methodologies → Deep belief networks; • Secu-
rity and privacy → Privacy protections.
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1 BACKGROUND AND INTRODUCTION
In today’s era of information technology, the need to protect per-
sonally identifiable information has become a critical concern. PII
breaches can have severe consequences, not only leading to privacy
violations but also posing various security risks that can affect both
individuals and organizations. Safeguarding PII is particularly chal-
lenging in a global context where data flows across borders and
through multiple jurisdictions, processed by diverse systems. This
dynamic environment requires robust detection and anonymization
protocols to ensure the confidentiality and integrity of sensitive
information. The task becomes even more difficult for low-resource
languages like Luganda, which is predominantly spoken in Uganda.
These languages often lack computational resources and specialized
tools in the field of natural language m processing (NLP), making
the task of developing effective privacy-preserving technologies
for detecting PIIs and anonymizing them particularly challenging.

1.1 Problem Statement
This study aims to respond to the pressing demand for effective
identification of personally identifiable information in languages
with limited resources, focusing on Luganda as a specific example.
The two main computational problems of focus are (a) the limited
availability of annotated PII datasets in low-resource languages
hinders the effectiveness of model training for PII detection and
(b) the "black-box" nature of deep learning models often leads to a
lack of transparency, making it difficult to interpret their decision-
making processes limiting the trust and adoption of AI systems in
privacy-sensitive applications.

Therefore, this research attempts to solve the above challenges by
employing state-of-the-art deep learning techniques with attention
mechanisms. These mechanisms have shown promise in capturing
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the nuances of language, which is crucial for accurately identifying
PII in texts as attention mechanism helps models focus on the
important parts of input, hence achieving higher accuracy on small
datasets and addressing the issue of data scarcity in PII detection.

Furthermore, to ensure the explainability and transparency of
the models, Explainable AI techniques will be applied to provide
insights into the decision-making process of the deep learning mod-
els. The goal is to develop a robust and interpretable PII detection
system for low-resource languages like Luganda.

1.2 Computational Problem Description
Despite the growing concern for privacy and data security, particu-
larly in low-resource languages, it has been evident that detecting
Personally Identifiable Information (PII) in these languages is still
not straight forward task as they present unique computational
challenges. This study focused on the challanges of :-

a) Computational digital resources and tools are scarce, especially
the annotated datasets and pretrained models which limits the
development of more accurate PII identification and anonymisation
models:

b) Furthermore, it was recognized that the importance of trans-
parency in machine learning which has largely limited the adaption
and trust in these models as their process of decision making is
mostly hidden

1.3 Deep learning computational objectives
The main goal of this research is to explore and implement deep
learning techniques for PII detection in the low-resource language
of Luganda, with attention mechanisms and applying XAI. Specifi-
cally:

• To Implement various deep learning models with attention
mechanisms to accurately identify PII in low resource lan-
guages texts like Luganda.

• To apply Explainable Artificial Intelligence methods to illus-
trate model decision-making processes in identifying PII in
low resource languages texts like Luganda.

1.4 Research Contributions
The significance of this research lies in its potential to enhance
privacy protections within digital ecosystems and to ensure compli-
ance with international data protection regulations. Additionally,it
contributes to explainable PII detection in the low-resource linguis-
tic contexts by: (1) The implementation deep learning models for
PII detection for low-resource languages, specifically focusing on
Luganda, using state-of-the-art deep learning techniques with at-
tention mechanisms, (2) The application of Explainable AI methods
to provide transparency and interpretability in the decision-making
processes of the deep learning models used for PII detection in
low resource languages texts like Luganda, (3) Evaluatioon and
discussion of the limitations of XAI and attention mechanisms for
PII detection in low resourced languages.

2 LITERATURE REVIEW
The detection of personally identifiable information has been a
growing area of interest in the field of natural language processing
and information security. With the rapid proliferation of digital

data and the increasing concerns over privacy protection, the ac-
curate and efficient detection of PII has become a critical research
area. Previous studies have primarily focused on high-resource
languages, such as English, where abundant annotated datasets and
NLP tools are available.

However, the effectiveness of these advancements are still teth-
ered to the availability of extensive, high-quality corpora, present-
ing a formidable challenge for low-resource languages where such
datasets are scarce or entirely absent. [2]. Additionally, the exten-
sion of these methods to low-resource languages has presented
significant challenges also due to linguistic complexities [2] [20].

The task of privacy protection in low-resource languages has
gained attention due to its unique set of challenges. Existing lit-
erature has highlighted the scarcity of annotated PII datasets in
low-resource languages and the subsequent limitations in model
training and evaluation [23]. Additionally, the linguistic nuances
and specific characteristics of low-resource languages, such as Lu-
ganda, present additional complexities for accurate PII detection
and anonymization [20]

The utilization of deep learning models with attention mecha-
nisms has shown considerable promise in effectively capturing the
nuances of language, thereby enabling accurate identification of PII
in texts [24]. The attention mechanism allows the models to focus
on the most relevant parts of the input, which is particularly advan-
tageous in low-resource language scenarios [17]. Previous works
have demonstrated the effectiveness of attention-based models in
improving PII detection accuracy, especially when dealing with
small, annotated datasets, as is often the case with low-resource
languages [17].

With the advent of deep learning, a transformative shift occurred
in the field. State-of-the-art models such as XLM-RoBERTa [13] and
DeBERTa [7] demonstrated unprecedented capabilities in a wide
array of language understanding tasks. These models, powered by
intricate neural network architectures, set new benchmarks in the
NLP community. Yet, their performance on low-resource languages
was impeded by the limited training data available, which is a
critical factor in the model’s ability to learn and generalize [20].

In an attempt to bridge this gap, the Masakhane project emerged
as a beacon of hope, particularly for African languages, which
have traditionally been neglected in NLP research. The project’s
AfroXLM-R model was specifically tailored to accommodate the
unique linguistic features of African languages, marking a com-
mendable stride towards inclusivity [19]. Despite these efforts, the
disparity in performance between high-resource and low-resource
languages persists, underscoring the necessity for continued re-
search and development in this area.

Futhermore, the "black-box" nature of deep learning models has
been a significant obstacle in their application to privacy-sensitive
tasks such as PII detection. To address this challenge, researchers
have increasingly turned to Explainable AI techniques to provide
insights into the decision-making processes of deep learningmodels
[10] [14]. By employing XAI methodologies, researchers enhance
the transparency and interpretability of themodels, as explainability
is essential for users to well trust, understand, and adapt to powerful
AI applications [8].

It noteworthy to mention that in high resource languages, higher
advances have been made including automating PII detection [22]
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[16], classification and anonymisation [11] , development of open
source libraries [21] and tools [6].

While such advances have ben made in high-resource languages,
there is a noticeable gap in the literature regarding the applica-
tion of advanced privacy-preserving technologies to low-resource
languages. The current study seeks to bridge this gap by present-
ing a comprehensive case study of applying attention-based deep
learning models and Explainable AI techniques to the specific low-
resource language of Luganda, thereby contributing valuable in-
sights and methodologies for privacy protection in similar linguistic
environments.

3 LIMITATIONS OF XAI AND ATTENTION
MECHANISMS FOR PII DETECTION IN LOW
RESOURCED LANGUAGES

Overtime, XAI and attention mechanisms have become increasingly
crucial in sensitive domains such as the detection of PII in text data.
While substantial progress has been made in high-resource lan-
guages, there are still limitations the application of these advanced
techniques to low-resourced languages.

3.1 XAI Limitations for PII Detection in Low
Resourced Languages

XAI aims to make the predictions of complex models understand-
able to humans, which is essential for trust and accountability.
However, evidently, there are disparities in the effectiveness of XAI
when applied to low-resourced languages, including the scarcity
of annotated data sets, linguistic tools, and pre-trained models for
these languages severely hampers the interpretability [15]. That is,
the absence of rich linguistic features, which are readily available
for well-studied languages, leads to a diminished capacity for XAI
models to provide meaningful interpretations in low-resourced lin-
guistic contexts. This lack of nuanced linguistic understanding is a
significant barrier, as PII detection often hinges on subtle contextual
cues and language-specific idiosyncrasies [15][18].

3.2 Limitations of Attention Mechanisms for
PII Detection in Low Resourced Languages

Attention mechanisms allow models to ’focus’ on specific parts
of the input data when making predictions, seemingly offering an
improvement in the model’s performance. The reliance of attention
mechanisms on extensive training data sets, which are scarce for
low-resourced languages, is a critical limitation [3].

Additionally, attention mechanisms typically use the hidden
state of the recurrent neural network (RNN) to determine which
parts of an input sequence are most important. Named entities are
then located based on context information around high attention
words which is not always the case, and a systematic way to locate
the start and end of an entity is desired [12].

Furthermore, attention mechanisms rely heavily on the existence
and appearance of named entities in a sentence. However, this
assumption is not always true; entities such as dates, times, and
alphanumeric IDs can be equally important as a named entity and
must be located and classified in order to consider the document
as de-identified [25]. In scenarios characterized by sparse data,

such as those involving low-resourced languages, attention weights
may reflect artifacts of overfitting or other biases rather than true
explanatory factors [25].

3.3 Potential Approaches to PII Detection in
Low Resourced Languages

Despite the challenges inherent in working with low-resourced lan-
guages, there have been promising efforts to bridge the gap in most
low resourced language NLP tasks that PII detection could leverage.
Various approaches have advanced low resourced language NLP
including PII detection, including transfer learning adapts mod-
els from high-resourced to low-resourced languages, mitigating
data scarcity [4], multilingual models to capture cross-lingual rep-
resentations, aiding PII detection across diverse languages [26],
data augmentation techniques, like back-translation, enrich train-
ing data, enhancing model robustness [5], semi-supervised and
self-supervised learning leverage unlabeled data, reducing anno-
tation needs [9], domain adaptation methods bridge distribution
gaps between languages, and improving model generalization, and
collaborative efforts share resources, including datasets and models.

4 METHODOLOGY
As shown in figure 1, the framework majorly has the layers of
data input, data preprocessing, analyser, anonymiser and tokeniser
Instances.

Figure 1: Visualisation of the implementation flow
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4.1 Dataset Description
This research leverages the” Conrad747/lg-ner” [1] dataset, an an-
notated corpus comprising text data in the Luganda language. The
dataset, rich with annotations tailored for named entity recogni-
tion (NER), is instrumental in identifying potential PII embedded
within the texts. The dataset provides tokenised text along with
corresponding named entity tags. It is comprised of a total of 2,979
samples, divided into training, validation, and test sets with 2085,
358 and 536 samples respectively. Each sample consists of text se-
quences annotated with Named Entity Recognition (NER) tags with
main features of tokens (sequence of tokens representing the text)
and ner tags (sequence of labels corresponding to the NER tags for
each token). Each example consists of a sequence of tokens, where
each token is associated with a label indicating the named entity
type (e.g., person names, organizations, locations, etc.).

Figure 2 shows the most common tags in the dataset, the size of
each word in the cloud corresponds to its frequency in the dataset.
The word cloud correctly shows that words that are very common
in Luganda vocabulary like “mu, ku, nnga, ye, nti” occur more
frequently in the dataset since these are mostly joining words used
in every sentence

Figure 2: Common tokens in the dataset

4.2 Data Preprocessing Steps
Data preprocessing involved several steps to prepare the datasets
for model training. Initially, text normalization standardizes the text
format across datasets. Following this, tokenization breaks down
sentences into individual words or tokens. The preprocessing phase
also includes removing irrelevant features, such as non-linguistic
symbols, and encoding the data, particularly the NER tags, to be
suitable for model training.

For instance, Text sequences were tokenized using the Auto
Tokenizer with truncation and padding to ensure uniform length
sequences and NER tags were aligned with the tokenized inputs to
maintain consistency between tokens and labels as shown in table
1.

4.3 Exploratory Data Analysis visualizations
The Exploratory Data Analysis aimed to uncover the distribution,
patterns and insights within the data, focusing on Distribution of

"id2label": { "8": "U-NORP", "17": "B-ORG",
"0": "O", "9": "B-DATE", "18": "I-ORG",
"1": "B-PERSON", "10": "I-DATE", "19": "L-ORG",
"2": "I-PERSON", "11": "L-DATE", "20": "U-ORG",
"3": "L-PERSON", "12": "U-DATE", "21": "B-LOCATION",
"4": "U-PERSON", "13": "B-USERID", "22": "I-LOCATION",
"5": "B-NORP", "14": "I-USERID", "23": "L-LOCATION",
"6": "I-NORP", "15": "L-USERID", "24": "U-LOCATION"
"7": "L-NORP", "16": "U-USERID", }

Table 1: A table of aligned inputs tokenised

PIIs, Linguistic features, Frequency and types of PII present in the
dataset with the results presented in form of tables and charts.

Figure 3 shows the distribution of NER (Named Entity Recogni-
tion) tags across different entity types. Each NER tag corresponds
to a specific entity type such as person, organization, location,
etc. The countplot displays the frequency of each NER tag in the
dataset. From the visualization, certain NER tags like a Person’s
name (NER tag = [1,2,3,4]) occur from frequently than a DATE (NER
tag = [8,9,10,11,12]) for example which might affect how the model
performs on that particular tag.

Figure 3: Distribution of NER tags across different entity
types

As shown in figure 4, which displays the top 10 most common
NER tags in the dataset along with their frequencies to identify the
most prevalent entity types recognized by the NER model. From
the plot, entity types like PERSON and LOCATION occur more
frequently in the dataset.

As illustrated in figure 5, it is evident of insights into the com-
plexity and density of entity mentions within sentences, which can
influence model design and performance. The plot shows that most
sentences have a good density of entity mentions which would
contribute to better training of the model.

The scatter plot in figure 6 visualizes the relationship between
sentence length and the number of NER tags. Each point represents
a sentence, with its x-coordinate being the sentence length and
y-coordinate being the number of NER tags. It helps in identifying
any patterns or correlations between these two variables. From the
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Figure 4: The top 10 most common NER tags

Figure 5: The distribution of the number of NER tags per
sentence

plot, longer sentences tend to have a higher density of Ner tags
which would imply that the longer the sentence, the more likely it
is to find more PII in that sentence.

Figure 7 shows the distribution of unique token lengths with
each point on the plot representing the length of a unique token,
sorted by token index.

Figure 8, shows the distribution of tokens categorized by their
entity types. Each entity type is represented by a different color in
the histogram.

4.4 Deep Learning Models
Three distinct deep learnigmodels were implemented i.e. the luganda-
ner-v6, deberta-v3-base, and afroxlmr-large-ner-masakhaner.

The Luganda-NER-v6 model is a specialized model designed for
Named Entity Recognition (NER) in Luganda, a language spoken
in Uganda. Based on the xlm-roberta-base architecture, this model
leverages the Transformer’s powerful self-attention mechanism
to process text. It comprises about 277M parameters that enables
the model to capture complex patterns and features specific to

Figure 6: The relationship between sentence length and the
number of NER tags

Figure 7: Distribution of unique token length

Figure 8: Tokens categorized by their entity types

98



IC3 2024, August 08–10, 2024, Noida, India Byamugisha Africano, Daudi Jjingo, Mpungu Gideon, and Ggaliwango Marvin

Luganda named entities. It was fine-tuned on a dataset specifically
annotated for NER tasks, which includes various entity types such
as names, locations, and organizations. The primary role of luganda-
ner-v6 is to identify and classify named entities within Luganda
text, aiding in tasks like information extraction and data analysis. Its
success is reflected in its high accuracy and F1 score, demonstrating
the model’s precision in understanding and categorizing Luganda
entities. Was Selected as it has been fine-tuned on a dataset rich
in Luganda entities, enabling it to discern and categorize PII with
remarkable accuracy.

DeBERTa-v3-Base, is based on disentangled attention mecha-
nism, which separately processes the content and position of each
word in a sentence. This base model has 12-layer architecture and
768 hidden size, it contains 86M backbone parameters with a vocab-
ulary containing 250K tokens which introduces 190M parameters
in the Embedding layer. It trained on a massive 160GB dataset. The
primary role of deberta-v3-base was machine translation. It has
shown remarkable success, outperforming previous models like
BERT and RoBERTa on a variety of natural language understanding
benchmarks. This success is a testament to the model’s ability to
decode and interpret complex language patterns more effectively.

Afroxlmr-Large-NER-Masakhaner, is a multilingual NER model
that addresses the need for language technology in African lan-
guages. Fine-tuned on the MasakhaNER dataset, which includes
20 African languages, this model is based on the Transformer ar-
chitecture boasting about 559M parameters. The large number of
parameters gives it ability to capture a wide range of linguistic fea-
tures across multiple African languages such as 80.5% for Amharic
in MasakhaNER 1.0 to 90.5% for Yorùbá in MasakhaNER 2.0, in den-
tifying entities of dates, locations, organizations, and persons. Its
primary role is to facilitate NER tasks across a wide range of African
languages, many of which have been historically underrepresented
in NLP research. The model’s success lies in its ability to accurately
identify named entities across these diverse languages, contributing
significantly to the inclusivity of language technologies.

4.5 Model Training and Evaluation Methods
Each of the 3 models were trained on the dataset training and eval-
uated on the validation and testing set. The training was monitored
on epochs by model loss and accuracy gain as shown in figure
9. From figure 9, it is evident that DeBERTa-v3-Base model has
the poorest initial training performance but had the highest learn-
ing gain, this suggest that further fine tuning would allow it to
produce better results. Despite srting high, luganda-ner-v6 perfor-
mance keeps flactuating suggesting sensitivity and the Afroxlmr-
Large-NER-Masakhaner consistently maintaned an improvement
and reached an optimal performance at an earlier epoch (7) than the
other models. For each model, a the standard performance metrics
such as precision, recall, and the F1 score were utilised to evaluate
and compare the models. These metrics were calculated for each
category of PII identified within the dataset, providing a assess-
ment of the models’ effectiveness. In parallel, XAI techniques were
integrated to offer a window into the inner workings of the models.
By applying LIME, the the models’ predictions wer interpreted and
shone a light on the influential features that underpin the detec-
tion of PII. This level of transparency is not merely a byproduct

Figure 9: Model Learning rate

of the methodology but a deliberate effort to foster trust and un-
derstanding in AI systems while simultaneously enhancing the
adaptability of the models to the unique linguistic nuances present
in low resource languages texts like Luganda.

5 RESULTS & DISCUSSION
5.1 Model Output Results
To demonstrate the model’s capabilities, below are some of the
sample test cases:

case 1: text = ”Ssemakula yategese ekivvulu okutalaaga ebitundu
omuli Buddu ne Bulemeezi.”

The model predicts the following entities: PERSON: Ssemakula
LOCATION: Buddu, Bulemeezi

case 2: text = ”Katikiro Ssebugwaawo asisinkanye Minisita wa
Kampala Minsa Kabanda”

Model Detected PII entities:[’Katikiro’, ’Ssebugwaawo’,’Minisita’,
’Kampala’, ’Minsa’, ’Kabanda’]

which are indeed PII entries.

5.2 Model Evaluation Results and Comparison

Figure 10: Model performance comparison
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A shown in figure 10, the afroxlmr-large-ner-masakhaner model
has the highest accuracy with 96.3%, followed closely by luganda-
ner-v6 at 95.1%, and deberta-v3-base at 93.9%. Precision, crucial for
minimizing false positives, favors afroxlmr-large-ner-masakhaner
at 86.5%, luganda-ner-v6 at 82.5%, and deberta-v3-base at 76.2%. The
F1 score, balancing precision and recall, highlights afroxlmr-large-
ner-masakhaner’s lead with 85.5%, luganda-ner-v6 at 82.3%, and
deberta-v3-base at 75.4%. Similary, recall emphasizes afroxlmr-large-
ner-masakhaner’s dominance at 84.4%, followed by luganda-ner-v6
at 82.1%, and deberta-v3-base at 74.5%.

In conclusion, while all models perform well, afroxlmr-large-ner-
masakhaner consistently excels, showcasing the need for tailored
linguistic models in PII detection within diverse language contexts.

Entity Type Precision Recall F1 Score Number
NORP 94.6% 78.4% 85.7% 111.0
USERID 81.2% 76.5% 78.8% 17.0
LOCATION 79.1% 83.8% 81.4% 357.0
PERSON 77.7% 78.9% 78.3% 336.0
ORG 77.4% 71.9% 74.5% 114.0
DATE 50.0% 50.0% 50.0% 32.0
Overall 79.0% 78.8% 78.9% -

Table 2: Model performance across different PII categories

Table 2 shows the results of the PII detection in Luganda text
across different entity types. The NORP (Nationalities or religious
or political groups) category shows the highest precision at 0.946,
indicating that when the model predicts an entity as NORP, it is
correct 94.6% of the time. However, its recall is lower at 78.4%,
suggesting that the model misses some NORP entities present in
the text.

The USERID category has a good balance between precision and
recall, with scores of 0.812 and 76.5% respectively, leading to an F1
score of 78.8% This indicates a relatively reliable performance in
detecting user IDs within the text.

LOCATION entities are detected with a precision of 79.1% and a
recall of 83.8%, resulting in an F1 score of 81.4%. This is noteworthy
because it suggests the model is quite adept at identifying locations,
which often have clear contextual indicators.

The detection of PERSON names has nearly equal precision and
recall, both around 78%, showing that the model has a consistent
performance in identifying individual names, although there is
room for improvement.

ORG(Organizations) detection has a precision of 77.4% and a
recall of 71.9%, with an F1 score of 74.5%. This indicates a moderate
level of accuracy in identifying organizations, which can be chal-
lenging due to the varied ways organizations can be referred to in
text.

The DATE category has the lowest performance with equal pre-
cision and recall at 5, leading to an F1 score of 0.5. This suggests
significant difficulty in detecting dates, which could be due to the
complexity of date formats and expressions in Luganda.

Overall, the model achieves an F1 score of 0.789, which is quite
robust. However, the varying performance across different cate-
gories highlights the challenges in PII detection in low-resource

languages. The results suggest that further refinement is needed,
particularly in improving recall for NORP and precision for DATE
entities. Additionally, the relatively low number of USERID and
DATE entities in the dataset may have influenced the model’s ability
to learn from these examples effectively.

5.3 XAI Results
The applied XAI technique is LIME, which provides explanations
for individual predictions made by the models by highlighting the
words that contributed the most to the model’s prediction. Typically,
LIME visualisations (i.e. figures 11, 12, 13) were used to present
results which contains the model’s predictions,features contribu-
tions, and the actual prediction for each feature. The height of each
bar indicates the probability assigned by the model to the corre-
sponding NER tag label. The contributions associated with each
word in the input sentence indicate how much they influence the
model’s prediction for specific NER tag labels. The actual prediction
section shows the input sentence with varying shades represent-
ing the importance of each word in the model’s decision-making
process.Darker shades imply higher importance to the prediction
for the corresponding NER tag labels, while lighter shades suggest
less influence.

5.3.1 XAI for luganda-ner-v6 . As shown in figure 11, Each index
corresponds to a specific NER tag as follows, 18: ’I-ORG’, 19: ’L-ORG’,
4: ’U-PERSON’, 5: ’B-NORP’ "other": represents all other NER tag labels
not explicitly listed here, such as ’O’ (non-entity) or other entity types
not included in the provided list 1. From the feature contribution
graphs and actual senstence prediction for luganda-ner-v6 in figure
11, it can be seen that "asisinkanye" has a higher importance to the
prediction of the NER tags for the Luganda NER model, followed by
words like "Katikiro", "Ssebugwawo", "Minsa", then lesser importance
for "Minisita", "wa", "Kampala", and "Kabanda" respectively.

5.3.2 XAI for deberta-v3-base. From figure 12, we can observe that
for the indicies of 18, 19, 4, 5, and "other" which correspond to
a specific NER tags of 0: ’O’, 1: ’B-PERSON’, 2: ’I-PERSON’, 3: ’L-
PERSON’, "other": all other NER tag labels not explicitly listed here,
such as ’B-ORG’, ’I-ORG’, ’L-ORG’, ’U-ORG’, etc. It can be observed
from feature contribution graphs and actual senstence prediction
in figure 12, that all the words in the sentence "Katikiro Ssebug-
waawo asisinkanye Minisita wa Kampala Minsa Kabanda" have
equal importance to the prediction of the NER tags for this model.

5.3.3 XAI for afroxlmr-ner-masakhaner. As shown from figure 13,
for the indices of 19, 18, 2, 3, and "other" which correspond to NER
tag as 19: ’L-ORG’, 18: ’I-ORG’, 2: ’I-PERSON’, 3: ’L-PERSON’ "other":
all other NER tag labels, the words "Ssebugwawo", "Kampala" have
the highest importance to the prediction of the NER tags for the
afroxlmr-ner-masakhaner model, followed by "Minista", "Katikiro",
"asisinkanye", and "wa", with "Minsa" and "Kabanda" as the least
important.

5.4 Model and XAI Selection Justification
The models of Luganda-NER-v6, DeBERTa-v3-Base, and Afroxlmr-
Large-NER-Masakhane, where each selected not arbitrary but as a
calculated decision grounded in the unique attributes and proven
efficacy of each model.
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Figure 11: luganda-ner-v6 LIME visualisation

Figure 12: deberta-v3-base LIME visualisation

Figure 13: afroxlmr-ner-masakhaner LIME visualisation

Luganda-NER-v6 was selected for its specialization in the Lu-
ganda language, Its design and training tailored for Named Entity
Recognition (NER) within the NER linguistic context of Luganda
text.

The DeBERTa-v3-Base was chosen for its innovative disentan-
gled attention mechanism which enables it to process content and
positional information distinctly, achieving a nuanced comprehen-
sion of context. This is vital for the accurate detection of PII, where

the subtleties of language play a significant role. The model’s train-
ing on an expansive 160GB dataset equips it with an extensive
knowledge base.

From the fact that the Afroxlmr-Large-NER-Masakhaner is a
multilingual, having been trained across 20 African languages and
in a low resource setting. This positions it as an invaluable tool for
PII detection in low-resource languages, including Luganda. Its fine-
tuning on the MasakhaNER dataset, which is specifically curated
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for NER tasks across African languages, ensures its adeptness in
pinpointing PII. Moreover, its role in fostering inclusivity within
language technologies cannot be overstated.

Similarly, the choice of Local Interpretable Model-agnostic Ex-
planations(LIME) as the XAI technique was deliberate based on
model-agnostic Explanations, Feature Importance in Low-Resource
Settings and visualisation. LIME offer methods to understand fea-
ture importance in low resource settings. Furthermore, the tech-
nique is model-agnostic hence flexibility to allow the seamless
integration of XAI into the deep learning pipeline regardless of the
final model architecture.

6 LIMITATIONS AND FUTUREWORK
This section presents limitations of this study and potential future
improvement.

The scarcity of annotated datasets for PII in Ugandan languages
stands as a formidable barrier. This limitation not only hampers the
development of specialized multi-lingual models but also restricts
the thorough evaluation of their efficacy. Furthermore, the compara-
tive analysis of Explainable AI techniqueswas constrained primarily
to LIME. A more extensive comparison could unveil deeper insights
into the decision-making processes of the models. Another notable
limitation is the imbalance in available Name Entity Recognition
(NER) categories. This imbalance led to skewed model performance,
potentially biasing the results, and limiting the generalizability of
the findings. Additionally, the substantial computational resources
required for training and evaluating transformer based deep learn-
ing models posed a significant challenge with requirement of high
resources like RAM, GPUs and storage. The approach also assumes
uniform characteristics across all domains, an assumption that may
not always hold true. This could adversely affect the accuracy of
the models when applied to domain-specific scenarios.

Looking ahead, (1) the development of a comprehensive PII
dataset for Ugandan languages is imperative. Such a dataset would
catalyze the training and evaluation of robust multi-lingual models.
(2) An explicit implementation of attention mechanisms could fur-
ther enhance model interpretability and performance, while lever-
aging transfer learning from high-resource languages promises to
improve model robustness and adaptability. (3) The application
of a broader range of XAI models, including SHAP and Eli5, will
allow for a more nuanced understanding of model behavior. (4)
Generating synthetic PII examples could also mitigate the issue
of imbalances PII categories and improve model training. (5) Ad-
ditionally, exploring the development of lightweight and efficient
model architectures could increase adaptability and reduce compu-
tational demands. (6) Incorporating domain-specific knowledge and
data into PII detection models holds the potential to significantly
enhance their accuracy and applicability in real-world scenarios.

By addressing these limitations and pursuing these avenues of
future work, further research will contribute meaningfully to the
advancement of PII detection in low-resource language settings,
paving the way for more secure and privacy-conscious computa-
tional linguistics research.

7 CONCLUSION
In this investigation into PII detection and anonymization in low-
resource languages, particularly with Luganda as the primary fo-
cus, the deep learning models that were evaluated included xlm-
roberta-base, microsoft/deberta-v3-base, and masakhane/afroxlmr-
large-ner-masakhaner-1.02.0. The findings revealed that while xlm-
roberta-base demonstrated commendable precision, recall, and
F1 score, it was outperformed by masakhane/afroxlmr-large-ner-
masakhaner-1.02.0, which exhibited superior performance across
all evaluation metrics.

Additionally, the evaluation across distinct PII categories high-
lighted the nuanced nature of PII detection task, with varying per-
formance observed for different types of information such as names,
persons, and places. This underscores the importance of tailored
approaches focusing on specific types of PII to enhance detection
accuracy and mitigate privacy risks associated with PII exposure.

Furthermore, the incorporation of explainable AI (XAI) tech-
niques provided invaluable insights into model decisions, enhanc-
ing transparency and interpretability. This transparency not only
fosters trust in the models but also facilitates informed decision-
making regarding their deployment and usage.

In conclusion, the study underscores the significance of leverag-
ing advanced deep learning models and XAI techniques to improve
PII detection and anonymization in low-resource languages. By
refining model performance, enhancing transparency, and adopt-
ing tailored approaches, it can effectively mitigate privacy risks
and bolster trust in PII detection systems, thereby contributing
to the development of more secure and privacy-preserving digital
ecosystems.
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A APPENDIX
A.1 Code Implementation
A.1.1 link to the Github Repository. Github Repository

HERE

A.1.2 Links to the the notebooks.

• 01 Initial Deep Learning Notebook.ipynb: This notebook
contains exploratory data analysis (EDA) and the exploration
of the initial models.

• 02 xAI_PII.ipynb: the initial model’s implementation and the
application of Explainable AI (XAI) techniques are explained
and demonstrated

• 03 xAI_LugandaNER.ipynb : The final notebook integrates
additional models and XAI techniques for improved PII de-
tection and transparency.
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